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Health(care) challenges
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Aging population

Clinical ShortageIncreasing Costs

Rising Demand



1900 2019

>600k devices
>900k health apps/agorithms

MedTech



And then … it became 2020
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And then … there was suddenly AI to battle COVID-19



COVID-19 decision algorithms
In <15 mths over 1200 COVID-19 algorithms - >70% AI based 



COVID-19 left – AI stayed



AI will be everywhere – no mayfly or one trick pony
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Short Intermezzo - AI Quiz

Can you guess the publication year?

1. History of Artificial Intelligence
(McCorduck et al., 1977)

1. Artificial Intelligence: The Time is Now. 
(R.L. Dilworth, 1988)

1. Artificial intelligence techniques for diagnostic reasoning in medicine
(R.S., Patil, 1988)

1. The evaluation of artificial intelligence systems in medicine. 
(P.L. Miller; 1986)
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History 

Turing (1950) 
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       1966
 

Department of Machine Intelligence



History 

Symbolic AI (logic) versus 

Statistical AI (machine learning)
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What is AI?

Human intelligence artificialized (computerised) 

- Image/seeing to text - v.v.

- Sound/hearing to text – v.v.  

- Detecting patterns in data/images/sounds

- Multiple data sources/types combined+translated to, e.g., a probability → 
forecasting or detecting (e.g. weather, traffic, stocks, health)

- Etc. – our brain is great!



2 main types of AI in health(care) domain

1. To support in the decision making of health providers, patients and 
citizens 

2. To support healthcare processes/efficiency/workload reduction 



1. AI to support decision making → health providers, 

patients, citizens

- Detection - diagnoses / screening

- Prognosis – predicting future health outcomes, treatment effects 

- Monitoring – disease progress, therapy response, remote

- Lifestyle/exercise planning

- Therapy conduct 



1. AI to support decision making → health providers, 

patients, citizens

- 10.000’s (>100.000) before AI era
- Very first? 

- AI is going to repeat history – unfortunately. But nothing new



A new prediction algorithm in health(care) 
is developed…

…every 1.5 hours

Source: Arshi at al 2024, OSF, doi: 10.31219/osf.io/4txc6 .



Utrecht, 30 Sept 2024 @MaartenvSmeden

Leaky pipeline prediction algorithms in health(care)

Van Royen et al, ERJ,  doi: 10.1183/13993003.00250-2022, also credits to Laure Wynants



2. AI to reduce workload and administrative burden – 

generative AI (since end 2022 – the game changer?)

- Automated discharge letters

- Patient summaries

- Consult to text – into EPD

- No show-up scheduled poli-clinic visits

- Chatbot 
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03 May 2023: Godfather AI leaves Google and warns for AI

AI-pionier Geoffrey Hinton leaves Google and joins

experts that worry about the introduction, quality and 

accuracy of AI

Tech Push?

Tech Push or not - Believer or not – Scared or not 

We can not stop it

We need assessment/evaluation guidance! 



Why so concerned w.r.t. AI in health(care)?

- AI is already everywhere around us anyway

- Health domain is not Netflix, Booking, Google maps, Weather forecasting

- Health domain keeps human (provider, patient, citizen) in the loop  -> but for how long?
- On other hand: realisation that AI might also be better suited for various medical tasks (predict and detect 

better; not tired; no off-day, etc.) 

-  Other parties entered the health field

- AI is not a drug
- Drug guidance – set in stone + transparent + instructions for use 

- Everything is known at moment of market access

- Drugs from provider→ drugstore→ patient/citizen ; AI from company directly to citizen

- AI similar but different life-cycle than drugs 



7 Phases https://guideline-ai-healthcare.com -
Evaluation/auditing criteria needed per phase
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Phase 1Phase 0 Phase 3Phase 2 Phase 5Phase 4 Phase 6

Collection 
and management 

of the Data 

Development 
of the AI

Validation
of the AI

Development 
of the required

software

Impact assessment 
of the AI

in combination with the
software

Implementation
of AI+software

in daily practice, 
including monitoring 

(PMS)

Project idea
and preparation

From data, to development, to evaluation, software, impact, implementation, Monitoring/updating

https://guideline-ai-healthcare.com/


prototype
Technical 
feasibility

Proof of concept 
CE

Healthcare 
problem

Validation, 
Impact  & Cost-

effectiveness

Upscaling
Monitoring 

Implementation
+ Adoption

2 valleys of death



MedTech/AI – bumpy road

Healthcare 

problem/  

Device Idea

Prototype

CE

Implementation & 

Adoption

Validation, impact, 

cost-effectiveness

Upscaling,

Monitoring  

reimbursment



We need guidance for ‘AI in Health(care)’ 

(before we upscale it to everyone) 

Guidance for assessment, monitoring, auditing on:

- Explainability and Transparency 

- Trustworthiness (validity, Fairness, risks of bias, safety)



Transparent & Explainable AI in Health (both AI types)
TRIPOD+AI www.tripod-statement.org

www.tripod-statement.org

Nature Medicine 2024
www.tripod-statement.org



Trustworthy, FAIR & unbiased AI in Health
PROBAST+AI; www.probast.org



Leidraad kwaliteit AI in de zorg29
Programma AI: Waardevolle AI voor gezondheid

Vergroten van de waarde(creatie) 
door benutting van Artificiële 
Intelligentie voor gezondheid 

VWS Programme 
Valuable AI for health

Increasing the perceived value of AI for health

Trust

Transformation

Incentive

Knowledge

Value



Guideline for AI in healthcare https://guideline-ai-healthcare.com

Because AI is not a drug (MDR/IVDR)
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https://guideline-ai-healthcare.com
https://leidraad-AI.nl

https://guideline-ai-healthcare.com/
https://guideline-ai-healthcare.com/


AI guidance/auditing https://guideline-ai-healthcare.com
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Phase 1Phase 0 Phase 3Phase 2 Phase 5Phase 4 Phase 6

Collection 
and management 

of the Data 

Development 
of the AI

Validation
of the AI

Development 
of the required

software

Impact assessment 
of the AI

in combination with the
software

Implementation
of AI+software

in daily practice, 
including monitoring 

(PMS)

Project idea
and preparation

From data, to development, to evaluation, software, impact & implementation, Monitoring

https://guideline-ai-healthcare.com/


Guidance per phase

–Per phase explicit criteria and hands-on guidance – based on 

current state-of-science 

–What the field considers good conduct in development, 

testing, implementation of AI, before widescale use in our 

patients/clients/citizens

– Requirements vs. recommendations per phase

– Guideline beyond the MDR/IVDR

Veldnorm Medische AI32



Guidance and E-learning tailored to 
targeted groups https://guideline-ai-healthcare.com
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Healthcare 
provider

Professional 
Scientific
Medical 

associations 
Education/training

 IT suppliers
Patient / Citizen

Applying AI Assessing AI

Validator 
Responsible 
developer 
Researcher 

Data manager 
Data supplier

Developing AI

(Internal) supervisor
Notified body Peer 

reviewer Privacy 
officer

Competent Authority
Auditor

 Insurer (DiGiZo)

Patient(s)-
(associations) 

Interest parties 
Politcy parties

Interested citizen
HINL

Society

Similar Guideline for Generative AI underway

https://guideline-ai-healthcare.com/


Some misconceptions

1. Development not necessarily on large, inclusive datasets
- Such data sets do not exist, not needed

- Compare:

- Richer data not always better models

2. Validation most important -  Test, Test, Test before use 

 - use AI Guideline to determine what is (un)known at moment of assessing/auditing

3. Often heard: AI goes fast, can we keep up? YES: our valuations/guidance do ‘not’ change.

4. Not AI ready? Yes we are! Algorithms not new in health(care). Gen-AI is. 

5. AI replaces us humans? No. Compare Netflix, Booking, Maps.



www.healthinnovation.nl

The gateway to European market for medtech, biotech

To bridge the 2 valleys of death





Providing a clear and shorter path for 
innovators

The way to market is a bumpy ride – with 
many stakeholders involved sequentially.

HI-NL brings all relevant stakeholders 
together early on, providing a clear path 
and tailored guidance endorsed by all 
stakeholders. 



www.healthinnovation.nl



Take aways

1. AI in health domain different from films, hotels, road directions 

2.  Richer data not necessarily required for more fair or better AI 

 → it is all about testing, testing and testing before use

 → transparency on what data developed & tested → AI leaflet needed

3. AI is not a drug → unclear how developed, tested, on which data, no instructions for use

4. Trustworthiness guidance for AI in healthcare, needs to be applied NOW! 

- Human remains in the loop – but for how long?

- And ….AI soon directly sold from companies to citizens/patients 



Take aways

5. Monitoring/auditing notably needed for AI that directly goes from company → 
citizens/patients

 - no healthcare provider in-between anymore

6. Drugs do not change after market access/implementation → AI does (self-adjusting)

 - Extra reason for good monitoring and auditing

 - Guidance for AI-PMS is thus different from Drug-PMS 

7. Much monitoring and auditing guidance exists – see above.

 - Use it wisely and use it NOW!

 - We seem to act too slow ? Not wait for ‘tax-fraud’ / ‘wrong criminal’ case.



Thank you!

https://guideline-ai-healthcare.com

Carl Moons: k.g.m.moons@umcutrecht.nl

AI quality tool 

PROBAST+AI: www.probast.org

TRIPOD+AI: www.tripod-statement.org

www.healthinnovation.nl

https://guideline-ai-healthcare.com/
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